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Abstract—The coordination between unmanned aerial vehi-
cles (UAVs) and unmanned ground vehicles (UGVs) is a proactive
research topic whose great value of application has attracted
vast attention. This paper outlines the motivations for study-
ing the cooperative control of UAVs and UGVs, and attempts
to make a comprehensive investigation and analysis on recent
research in this field. First, a taxonomy for classification of exist-
ing unmanned aerial and ground vehicles systems (UAGVSs) is
proposed, and a generalized optimization framework is devel-
oped to allow the decision-making problems for different types
of UAGVSs to be described in a unified way. By following the pro-
posed taxonomy, we show how different types of UAGVSs can be
built to realize the goal of a common task, that is target tracking,
and how optimization problems can be formulated for a UAGVS
to perform specific tasks. This paper presents an optimization
perspective to model and analyze different types of UAGVSs,
and serves as a guidance and reference for developing UAGVSs.

Index Terms—Cooperative control, heterogeneous multivehi-
cle, multivehicle system, optimization, unmanned aerial vehi-
cle (UAV), unmanned ground vehicle (UGV).

I. INTRODUCTION

HE ADVENT of the single-wing unmanned aerial vehi-
Tcle (UAV) in 1927 caused a great sensation in the
world, which marks another milestone of aviation technol-
ogy development since human beings flew into the sky. In the
ensuing decades, aided by the rapid development of automa-
tion and artificial intelligence technologies, research on UAVs
has blossomed and made substantial progress. In terms of
their different structures, UAVs can be further categorized
into fixed- and rotary-wing ones which are similar but still
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very different. Fixed-wing UAVs generally have quicker speed
and heavier payload capacity than rotary-wing ones while
the rotary-wing UAVs can hover and vertically take off and
land. Since tasks faced by UAVs are of increasing com-
plexity, a single UAV is usually not competent for given
tasks. Recently, a significant shift of focus occurred as
researchers began to investigate problems involving multi-
ple UAVs, rather than single. Coordinating multiple UAVs
and even multiple UAV groups to perform tasks can dramat-
ically improve the effectiveness of the whole systems from
the viewpoint of performance in accomplishing tasks and
robustness, and reliability. Nowadays, cooperative control of
multiple UAVs has become a highly active research area, and
has been extensively employed in various applications, such
as border patrol [1], fire detection [2], [3], cooperative target
tracking [4], [5], mobile sensor network [6], and so on.

Likewise, interest in unmanned ground vehicles (UGVs)
has grown significantly over the past decades. Recently, some
UGVs with high intelligence appear constantly. A bionic
robot called “Robo Lobster (BUR-001)” invented by the
Northeastern University can perceive environments like a real
animal. The BigDog developed for the U.S. troop by the
Boston Dynamics engineering company can balance itself
relying on active sense to environments and traverse through
complex terrains. These kinds of robots, as the extension of
soldiers’ hands, eyes and ears, can assist them to accom-
plish tasks more efficiently especially for hazardous tasks
like bomb disposal. Recently, research on cooperative con-
trol of multiple UGVs such as formation control [7], [8],
area search [9], and consensus control [10] has been widely
conducted. Additionally, a variety of robotics competitions
such as RoboCup and the robotic contest organized by the
American Institute of Aeronautics and Astronautics have
greatly propelled the research on multiple UGVs systems.

In practice, small UAVs and UGVs are well suited to
be widely deployed and employed due to their low cost.
Table I lists the characteristics of interest with respect to
UAVs and UGVs. It can be observed from the table that,
on one hand, both UAVs and UGVs have their own limi-
tations, which notably reduce their efficiency in performing
tasks to some extent. On the other hand, it is also obvious that
UAVs and UGVs share strong complementarities in the char-
acteristics that we are concerned with. The complementarities
of UAVs and UGVs are primarily embodied in the follow-
ing aspects. First, when capturing ground features, sensors
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TABLE I
ADVANTAGES AND DISADVANTAGES OF DIFFERENT KINDS OF SMALL UNMANNED VEHICLES
Unmanned vehicle types Advantages Disadvantages
Fixed-wing UAV Quick speed, large scope .of obs'e.rvatlon, Low payload' capability,
strong communication ability Low observation accuracy
UAv Vertical taking off and landing, hovering abilit
- , hov Y, o
Rotary-wing UAV precise inspection capability Low payload capability
UGv Large payload capability, Small field of view, slow motion speed,
precise observation of the targets on the ground weak communication ability
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Fig. 1. Web of Science data showing the number of publications per year
on the three topics.

located on UAVs (especially fixed-wing ones) are usually lim-
ited by operating airspeed and altitude while UGVs can be
deployed to accurately locate ground targets [11]. Second, due
to advantages in altitude, communication links among UAV's
can be less blocked by obstacles than that among UGVs.
Hence, disconnected UGVs located at different positions can
be connected indirectly with the support of UAVs serving as
communication relays. Finally, UAVs (especially small ones)
are usually restricted by their short voyage due to the limitation
of carried energies, while UGVs have larger payload capabil-
ity. To sum up, coordination between UAVs and UGVs has
promised a bright prospect due to strong complementarities
between them in sensing, communication, payload abilities,
and so on.

Nguyen et al. [12] from Space and Naval Warfare Systems
Center Pacific, provided a review of recent accomplishments
and current status of a number of projects in land, sea and air
unmanned system research. It can be seen that the research
on cooperative control of aerial platforms and ground (or sea)
ones has been rarely seen. As a research topic, the study of
UAVs, UGVs and the cooperative control of UAVs and UGVs
has gained increasing attention. Fig. 1 shows the data from
the Web of Science resulting from a topic search on three
terms marked by TS1, TS2, and TS3, respectively. Each year’s
results indicate the number of publications appearing in that
year. It is quite clear that there is a significantly increas-
ing interest in research on both UAVs and UGVs. However,
the research on cooperative control of UAVs and UGVs, as
opposed to that of UAVs or UGVs, is still fairly limited.

Fig. 2.
agents.

Four typical research topics related to coordination of autonomous

Existing studies are still placed at theoretical research stage,
and there are numerous technical bottlenecks that need to be
broken through urgently to speed up the related research from
theory to practice.

Generally speaking, an unmanned aerial and ground vehi-
cles system (UAGVS) can be characterized as a set of UAVs
and a set of UGVs operating in the same field to work together
to achieve a common goal. In a broad sense, as shown in
Fig. 2, the topic of coordination between UAVs and UGVs
falls under the field of heterogeneous robots coordination, mul-
tirobot coordination, and multiagent coordination. Multirobot
systems (MRSs) are typical examples of multi-agent sys-
tems (MASs) in physical world, and much attention has been
given to MRS. In [13], the authors surveyed the current appli-
cations of cooperative control of multivehicle systems and
summarized some of the key technical approaches that had
been explored. To clearly classify the large variety of MRS,
scholars have proposed many different methods. In [14], three
criteria for characterizing MRS are proposed in light of the
types of interactions from the perspective of distributed intel-
ligence, while in [15], another taxonomy which is focused on
the coordination aspect is developed. Heterogeneous robots
coordination which is one of the branches of MRS research is,
nowadays, an important research topic. UAVs/UGVs coordina-
tion, one of the most typical scenarios of heterogeneous robots
coordination, has drawn special and wide attention. The great
heterogeneity and complementaries between UAVs and UGVs
in dynamics, speed, sensing, communication, functions, and
so forth, make the UAGVSs powerful to complete a variety of
complicated task. In contrast to existing works on MRS which
are mainly focused on either UAVs or UGVs, the need to deal
with the information from two totally different platforms and
the need to effectively coordinate the behaviors of UAVs and
UGVs, make the research on UAGVSs more challenging.
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A. Motivations of This Paper

According to the literature survey, a variety of specific appli-
cations of UAGVSs have been proposed and validated, but
infrequently analyzed. In addition, current research results on
MRS cannot be directly applied to UAGVSs due to the great
difference between UAVs and UGVs, and a mass of new
characteristics exhibited in UAGVSs should be payed special
attention and be researched further. Duan and Liu [11] pre-
sented a preliminary survey of recent research on this topic,
in which some key issues involved in the topic were dis-
cussed and some future directions were also analyzed. Here,
we extend current surveys on UAGVSs, propose a taxonomy
for classification of existing UAGVSs, and develop an opti-
mization framework to allow different types of UAGVSs to
be described in a unified way.

B. Contributions

The main contribution of this paper is the proposal
of the taxonomy for unfolding different coordination
patterns/mechanisms in  UAGVS as well as an
optimization-based decision-making framework for UAGVS.
The taxonomy provides a tool and guidance for analyzing
various UAV-UGV coordination patterns, and the framework
allows the decision-making problems for different types
of UAGVSs to be described in a unified way. Besides, as
a secondary contribution, this paper also makes a comprehen-
sive investigation and analysis on recent research regarding
UAGVS.

The remainder of this paper is organized as follows.
In Section II, some basic symbolic notations and defini-
tions are introduced. In Section III, we propose a taxonomy
for classification of UAGVSs, followed by an analysis of
some reprensentative types of UAGVSs in Section IV. In
Section V, we use a typical example, cooperative target track-
ing, to show how different types of UAGVSs can be built to
achieve the same goal and highlight their differences from
an optimization perspective. In Section VI, the conclusion
is given.

II. PRELIMINARIES

A key challenge in UAGVS research is determining the
control inputs of UAVs and UGVs they should take to con-
tribute to the overall system objective, which can be viewed
as an optimization problem. It will be helpful to have a clear
notion of terms which are used to formulate the problems in
the sequel.

It is assumed that Ny UAVs and Ng UGVs are involved in
the system. We assume that the dynamics of the ith UAV can
be written as

{56? =/ ). ot € R ut € R™
i =t ()

where x‘l4 is the state of the ith UAYV, u? is the input that
controls the state of the UAV, fl.A represents its dynamics, and
y‘? is the output which mainly includes the position and posture
of the UAV in 3-D space. nq and my are dimensions of the

i=1,2,...,Nxs

state and inputs of UAVs, respectively. Similarly, the dynamics
of the jth UGV can be written as

G = FG(xG 4G) xC nG 3,6 mG
X; —]j (x],u]>,x] €R S Uj €R

o =8 (+f)
where the symbols are akin to that of UAVs. For ease
of presentation, let X4 = (x?,x‘g, ...,x‘]?,A) and Uy =
(u‘i‘, ug, ey uﬁA) represent the complete state and inputs for
a collection of Ny UAVs, and Xg = (le,xg;, e ,xlc\;,c) and
U = (uf,u§, ..., uf,) for UGVs.

Different types of UAVs (fixed- versus rotary-wing UAVs)
and UGVs (wheeled versus tracked UGVs) characterize differ-
ent dynamics, and are suited to different application domains.
Real dynamics models of vehicles are usually very complex
since sophisticated constraints on state and control vari-
albes, which makes the real-time computation for practical
applications infeasible. Therefore, simplified models such as
Dubins vehicle [16] for fixed-wing UAVs, Reeds and Sheep
vehicle [17], car-like model [18] for UGVs, are frequently
applied in practice.

Additionally, it is assumed that the vehicles are able to
communicate with each other only if they enter into their effec-
tive communication range in carrying out the task. We define
an interaction graph G to describe possible communication
channels among vehicles

G ={V.E@)

where V is the set of nodes representing individual vehicles,
and £ (1) C V' x V is the set of time-varying edges indicating
the communication channels between vehicles. Denote by N’
the neighbors of vehicle i, that is the set of vehicles which
can communicate with it, and denote by |N’| the number of
the elements of N'.

Given these definitions, we can define a task in terms of the
performance function

j=1,2,...,Ng

T
J=/ L(X4, Ua, Xg, UglE)dt + V(Xa(T), Xg(T)|E)
0

where T is the horizon time over which the task should be
accomplished, L represents the cost of the task (e.g., energy
cost), V represents the terminal cost of the task (e.g., task com-
pletion time), and E indicates environmental factors including
terrains, obstacles, wind fields, and so on, which may be either
static or dynamic.

Given the optimization objective for a task, the control
inputs of UAVs and UGVs in theory can be derived by solving
the following optimization problem:

T
argmin J = / L(Xa. Un. Xg. Ug|E)dt + V(Xa(T). X(T)|E)
0

S‘t‘ f(XA! UAsXcs UG|E) = 0
8(Xa, Ua, Xg, UGlE) = 0
where f and g are relevant equality and inequality constraint
functions, respectively.
In practice, finding the optimal solution to the optimization

problem is intractable due to the great complexity of objec-
tives and constraints. Most often, the optimization objective
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TABLE II
SOME TYPICAL INSTANCES OF OBJECTIVES AND CONSTRAINTS FOR THE OPTIMIZATION FORMULATION OF UAGVSs
N, +Ng i .
i J=3 (J()T L (x] (), N'(t))dt +w, -'[OTH u (t)|2)dt), V represents A or G, where L represents the
Formation =
control formation error between the ith vehicle and its neighbors (see Ref.[13] for details of the
error function), and w, is a weight to impose penalty on the control cost of the ith vehicle.
Optimization . ; - ;
. . T A o7 < (T
objectives J =j0 P(D/ X ,(t),Xs())dt +w, IZ:;‘L’ ([ (@) || dt +wg EL’ ug ()|l dt where P(D/ X (1), X,(t))
t;l;lacigi? represents the marginal detection probability(see Ref. [20] for its computation method),
8 w, and w, are the weighting coefficients for the control cost of UAVs and UGVs,
respectively.
Obstac P(0)¢Z, P/(t)¢0,¥i=12,..,N,,j=12,..,N;,te(0,T],where Z and O denote the set of no-fly
stacle ' . ,
avoidance | Zomes for UAVs, and the set of ground obstacles for UGVs, respectively, p(r)and P (1)
denote the position of the ith UAV and the jth UGV, respectively-
d(x(0),x] (1) > Riyer (0,7 (1)) > RE,
Collision Vi, j=12,.,N,i# j;¥mn=12,.,N,,m#mVte(0,T]
avoidance A G .
where R, and R, denote the safety distance between UAVs and that between UGVs,
Constraints respectively.
Planar A(G)#0 ,where 4,(G) denotes the second-smallest eigenvalue of the
network | Laplacian Matrix of the interaction graph!*.
Connectivity Hicrarchic h(G*"#0,%=12,.,N;,d (x;G(t)a x,/i, ®) Smin(er,;;é) , where &* denotes the
al network | interaction graph constructed by UAVs, k, denotes the index of UAV
which is nearest to the jth UGV, and ”,-G and ’}é are the effective comunication
ranges of the jth UGV and the Kith UGV
Task Time p(T) < p(T,) ,where P(T}) denotes the precedence order of the completion
requirement | constraint | time of the ith task.

includes contradictory sub-objectives such as using mini-
mal resource expenditure to achieve maximal benefit, which
makes the optimization problem very challenging. Moreover,
complex and diversified constraints also contribute to the
problem difficulties. Commonly, both UAVs and UGVs are
constrained by their dynamics, collision avoidance, limited
energy, task-related constraints, and so on. In particular, UAVs,
especially smaller ones, are sensitive to environmental fac-
tors (e.g., wind fields), which should be taken into account
in the planning [19]. In some special applications like tar-
get surveillance, occlusion of the line of sight of UAVs by
ground buildings reduces the feasible observation space of
UAVs. Meanwhile, connectivity maintenance which is a sig-
nificant precondition to coordinate the behaviors of vehicles is
another vital constraint we should consider. Besides the above
mentioned factors, the uncertainty of environments, real-time
requirement, and so on, should also be taken into account in
the resolution of the optimization problem. Table II presents
some typical objectives and constraints which were frequently
considered in literatures.

III. TAXONOMY OF UAGVSS

In view of the great heterogeneity and strong complementar-
ities between UAVs and UGVs, the way of interaction between

Decision-making

A
1 |
1 +
' : | |
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Fig. 3. Visual representation of the three axes used in the taxonomy. Same
role (SR), different roles (DRs), coupled goal (CG), decoupled goal (DG),
centralized decision-making (CD), decentralized decision-making (DD), and
hybrid decision-making (HD).

them may be fairly complex. To date, a variety of UAGVSs
have been developed for specific applications. To clearly
understand the types of UAGVSs, we propose a taxonomy
of UAGVSs along three different axes as shown in Fig. 3.
Different from the work of [14] and [15] which are mainly
focused on the coordination mechanism within UAVs or



CHEN et al.: COORDINATION BETWEEN UNMANNED AERIAL AND GROUND VEHICLES: A TAXONOMY AND OPTIMIZATION PERSPECTIVE 963

Task-related
information
Mobile sensors || Auxiliary facilities
(UAVs 0rUGVs) (UAVs 0rUGVs)
Initial task I
instructions e o
Decision makers —> I\IOb'lle_ acsu{ltors
(UAVs 0rUGVs) (UAVs orUGVs) »

Fig. 4. Simplified block diagram of a UAGVS.

UGVs, the emphasis of the proposed taxonomy is laid on the
coordination patterns between UAVs and UGVs. For a suitable
classification of the works, it is important to clearly define the
axes that are used. In the following, we define the classifica-
tion axes and discuss the different cases that may appear along
each axis.

A. Functional Role: Same Role Versus Different Roles

The axes defined here mainly describe the functional roles
played by UAVs and UGVs in a task. An easy division of
tasks is achieved by assigning roles according to the skills
and capabilities of individual vehicles. Fig. 4 depicts the main
functional modules of a UAGVS where we define four func-
tional roles: mobile sensor, mobile actuator, decision maker,
and auxiliary facility. Theses roles are primarily identified
from a control system viewpoint.

In many situations, UAVs and UGVs play the same func-
tional roles in tasks. For example, both UAVs and UGVs act
as mobile sensors when they are used for situational awareness
in a given region or used to track an evader.

There are indeed several cooperation schemes in which
the complementarities of such heterogeneous robots can be
exploited to enhance the efficiency of autonomous robotic
operations. A variety of systems with UAVs (UGVs) serv-
ing as an auxiliary facility to assist UGVs (UAVs) have been
developed to improve the efficiency of the whole system. An
auxiliary facility can provide chief agents with energy, com-
munication, computation, and other services other than the
function of sensors, actuators and decision makers. The sce-
narios in which UAVs and UGVs play different functional
roles in existing literatures mainly include the following two
cases [24].

1) UGVs Act as Mobile Actuators, UAVs Act as Decision
Makers, Mobile Sensors, or Auxiliary Facilities: In these sys-
tems, UGVs act as mobile actuators, and UAV's make decisions
for UGVs [25]-[29], provide UGVs with environment and
task information [30]—[32], or act as communication relays to
provide communication links with the remote operator station
and between UGVs [22], [33], [34].

2) UAVs Act as Mobile Sensors or Actuators and UGVs Act
as Auxiliary Facilities: In these systems, UAVs act as mobile
sensors or actuators. However, in some cases, the low pay-
load capacity and short flight endurance of UAVs (especially
smaller ones) greatly restrict their efficiency in accomplishing
tasks. As an alternative, UGVs can assist UAVs (especially
small rotary-wing ones) to complete tasks more efficiently
by providing them with energy or transporting them in large
fields [35]-[38].

B. Task Goal: Coupled Goal Versus Decoupled Goal

It is concerned with the task goals that the two kinds of
vehicles are aimed. For coupled task goals, the actions of both
kinds of vehicles should be tightly coordinated so that the
task objective is optimized [39]. In some special cases, tasks
can be broken up or decomposed into multiple steps or sub-
tasks, where different parts of the task can be accomplished
by different kinds of vehicles. In this case, the shared task
goal can be decoupled into different sub-goals so that each
sub-goal can be achieved by only UAVs or UGVs.

For ease of presentation, it is generally considered that the
equality and inequality constraints are included in the objective
function of the task (e.g., via Lagrange multipliers). In the fol-
lowing, a strict definition of decoupled task goal with respect
to UAVs and UGVs is given from a view of optimization.

Definition 1: For a minimization (or maximization) task goal
function J = fOT L(Xa, Us, XG, UG|E)dt+V (Xa(T), Xg(T)|E),
it can be said that the task goal is decoupled with respect
to UAVs and UGVs if the following two conditions are
satisfied.

1) The task goal can be decomposed into two independent

optimization sub-goals with respect to UAVs and UGVs
as follows:

T
Iy = [ LA (Xa, U E)dt + VA (Xa(D)|E)
0

T
JG = / L°(Xg, UGlE)dt + VO (XG(T)|E)
0

where J4 and Jg are sub-goal functions which are only
relevant to the states and control inputs of UAVs and
UGVs, respectively.

2) The goal function of the whole task J can be written
as J = F(Ja, Jg), and there is a positive correlation or
negative correlation between J and J4 (Jg) under the
assumption that Jg(J4) remains constant.

The first condition ensures that the UAVs (UGVs) can
make their decisions irrespective of the control inputs and
states of UGVs (UAVs), and the second condition ensures
that the overall goal function of the task can be improved
by independently optimizing two sub-goals. In these cases,
UAVs and UGVs make their own decisions independently,
and approaches developed for homogeneous vehicles can be
easily applied for both of them. Obviously, the decoupling
characteristic of task goals can greatly ease the difficulty
of problem-solving. Unfortunately, the task goal cannot be
decoupled in many cases.

C. Decision-Making: Centralized Decision-Making Versus
Decentralized Decision-Making Versus Hybrid
Decision-Making

It is concerned with the way of decision-making among
UAVs and UGVs, which mainly includes centralized decision-
making (CD), decentralized decision-making (DD), and hybrid
decision-making (HD). In a centralized way, a central vehicle
collects task-related information from both UAVs and UGVs
and makes decisions for all members. Although higher com-
munication and computation load on the central vehicle occurs
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in centralized approaches, the optimality of solution can be
guaranteed in theory. In contrast, if a decentralized scheme
is adopted, each vehicle has autonomy and makes its own
decisions by only using information of its neighbors. Hence,
decentralized approaches have better robustness and scalability
than centralized ones at the loss of optimality of solution.

Both kinds of approaches (centralized and decentralized
ones) have their own advantages, and are suitable for certain
situations. For small-scale systems, centralized approaches are
likely a better choice while decentralized approaches are fit for
large-scale systems. In HD approaches, both centralized and
decentralized approaches are applied. Hybrid approaches can
be implemented in a variety of ways. The simplest imple-
mentation can be that both UAVs and UGVs make their own
decisions in a centralized way, and then the leader of UAVs
and the leader of the UGVs negotiate to achieve a consen-
sus decision. HD approaches combine the advantages of both
centralized ones and decentralized ones, which can achieve
a better tradeoff between solution quality and time cost for
decision-making.

Remark 1: The first two axes “functional role” and “task
goal” are concerned with the interrelationship between UAVs
and UGVs, while the third one “decision-making” is concen-
trated on the decision-making manner of the whole system.
The main reasons why we select the three axes lie in
two aspects. On one hand, the three axes mentioned here
are not meant to be exhaustive, but are broad enough to
characterize most of current UAGVSs. On the other hand,
corresponding optimization models and solving strategies for
UAVs and UGVs can be determined once the properties of
a UAGVS along the three axes are identified. So, the taxon-
omy along with specifically designed axes provides a useful
tool to describe different kinds of UAGVSs under a general-
ized optimization framework, which benefits a comprehensive
understanding and general analysis of UAGVSs.

IV. ANALYSIS ON REPRESENTATIVE TYPES OF UAGVSS

In this section, some representative types of UAGVSs from
the taxonomy proposed in Section III are discussed. We denote
a particular type of UAGVSs by a triple of two-letter abbre-
viations drawn from Section III (sometimes may only include
parts of the axes for classification). For each kind of UAGVS,
some existing research results are also presented and analyzed.
Finally, some common issues involved in various UAGVSs are
discussed.

A. Representative Types of UAGVSs

1) Same Functional Role and Decoupled Goal: In this type
of UAVGS, UAVs, and UGVs play the same functional role,
and they act as mobile sensors or mobile actuators. In this
case, UAVs and UGVs can be viewed as two independent
sub-systems and independently make their own decisions to
achieve decoupled sub-goals.

For example, consider the problem of monitoring a given
area including both land and sea where both UAVs and UGVs
act as mobile sensors. The UGVs are appointed to monitor
the part of the land while UAVs are for the part of the sea.

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 46, NO. 4, APRIL 2016

Control inputs of UAVs and UGVs can be derived through
solving two independent optimization problems. In this sce-
nario, the optimization function can be simply defined as
(other forms could be used)

{ Up = argminJy = wy ~f0TEA(t)dt+ wy - tj‘?

Ug = argminJg = wy - fOT Eg(Hdt +wo - zf

where E4(t) and Eg(t) denote the energy consumed by UAVs
and UGVs during the task, 4 and /€ are the task comple-
tion time for UAVs and UGVs, respectively, and w; and w;
are weighting coefficients. In this case, algorithms developed
for homogeneous robot can be directly applied to solve the
corresponding optimization problem with respect to UAVs
and UGVs.

A typical application of this kind of UAGVS is shown in
the work of Tanner [40] who developed a switched cooperative
control scheme to coordinate groups of ground and aerial vehi-
cles for the purpose of locating a moving target in a given area.
In this paper, the task goals of UAVs and UGVs are decou-
pled, with UGVs building a guarding formation and UAVs
uniformly scanning the enclosed region.

2) Different Functional Role and Decoupled Goal: Due to
the strong complementarities between UAVs and UGVs, each
kind of vehicles can improve its efficiency in completing tasks
with the assistance of the other in many cases. This type of
UAGVS primarily consists of the following two situations.

a) UGVs act as mobile acutators, UAVs act as mobile
sensors, decision makers, or auxiliary facilities: Although
UGVs can perform increasingly sophisticated tasks, the restric-
tions of speed, view scope, communication and so on, some-
times limit their application ranges. In this case, UAVs can aid
UGVs to complete tasks more efficiently. Here, we primarily
focus on the following three scenarios.

i) UGVs act as mobile acutators and UAVs act as
decision makers: Michael et al. [25] developed an abstrac-
tion method for the team of ground robots, which allows the
aerial vehicle to control the team without any knowledge of the
specificity of individual vehicles. An ellipsoidal approximation
of the shape of the team formation is adopted, and the posi-
tion and orientation of the team in the plane are also defined.
The controllers are derived that allow the team of robots to
move in formation while avoiding collisions and respecting
the abstraction commanded by the aerial vehicle.

Chaimowicz and Kumar [26] addressed the problem of
deploying groups of tens or hundreds of UGVs in urban
environments. The results presented in [26] were extended to
the scenario with multiple UAVs and multiple UGV groups.
These UAVs are taken as “aerial shepherds,” and a probabilis-
tic approach based on expectation maximization is proposed
to assign the shepherds to the UGV groups. In the process
of movement, these aerial shepherds control the splitting and
merging of the UGV swarm into groups according to the
environment information.

Rao et al. [27] proposed a controller which can generate
control strategies for a UGV with feedback from overhead
image obtained by a UAV. Similarly, Frietsch et al. [28] used
an unmanned micro aerial vehicle (MAV) to improve the navi-
gation solution of a UGV. The MAV detects the UGV from the
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image acquired by an on-board camera and further estimates
the location and yaw angle of the UGV. Then, the information
is transmitted to the UGV and utilized to improve its naviga-
tion. The navigation ability provided by UAVs to UGVs can
effectively expand the application ranges of UGVs in complex
environments, especially in GPS-denied cases.

With the exploration and exploitation of ocean moving
forward, unmanned underwater vehicles (UUVs) have been
extensively adopted in ocean operations. Sujit et al. [29] pro-
vided a mechanism to coordinate UUVs and a UAV to perform
an ocean exploration mission. The main mission for the UAV
is to acquire information from UUVs and assign tasks to them.
Different from UGVs, UUVs can communicate with the UAV
only when they surface. Hence, the UAV needs to consider
the uncertainty of the surfacing of a UUV when it generates
a new mission plan for the UUV.

Using UAVs to provide effective management and control
support to UGVs not only improves the capability of UGVs
to perform tasks in complex environments, but also provides
possibilities to deploy large-scale UAGVSs.

ii) UGVs act as mobile actuators and UAVs act as
mobile sensors: UAVs can fast capture environment and task
information because of their quick speed. So, using UAVs to
transmit gathered environment and task information to UGVs
can remarkably aeccelerate the response of UGVs.

MacArthur et al. [30] concentrated on the detection and dis-
posal of mines using cooperative UAVs and UGVs. The UAV
first surveys the target area and creates a map of the area.
The map was transmitted to the base station and processed
to extract the locations of the targets. Then, corresponding
waypoints were generated for the UGV to navigate. Then, the
UGV proceeded to each of the targets and disposed the ord-
nances. Cheung and Grocholsky [31] used a PackBot UGV
and a small Raven UAV to pursuit and track a dynamic target.
The UAV first surveys the area and localizes the target. Then,
the Raven-PackBot team will collaboratively pursue the target
to maintain track on the target.

Ramirez et al. [32] presented a sea rescue system based on
a coordinated team of a sensing/monitoring UAV and a rescu-
ing unmanned surface vessel (USV). First, an artificial neural
network (ANN), trained before the rescue, is used to pre-
dict the castaway location using the map of the sea wind and
currents. Based on the predicted location, the UAV searches
for the castaways using another ANN trained with search-
ing behaviors. Then, the USV employs particle filtering to
estimate the castaway location using all the predicted and
measured data.

iti) UGVs act as mobile actuators and UAVs act as
auxiliary facilities: As mentioned in Section III-A, an auxil-
iary facility can provide energy, communication, computation,
and other services to chief agents. For example, maintaining
communication connection among all UGVs is one of the pre-
conditions to efficiently accomplish specified tasks. However,
short communication range of UGVs greatly limits their oper-
ations in large fields. Using UAVs as auxiliary facilities to
provide communication links between UGVs is a promising
approach. The key problem in this case is how to place these
UAVs at proper positions so that all UAVs form a connected

network and each UGV can communicate with at least one
UAV. The problem can be solved by optimizing the posi-
tions of UAVs given the following optimization objective and
constraints:

min J = H(Xy, X¢)
st. r(@) =1
Vi=1,2,...,Ng, d(ij, x’[‘}/) < min(er, r’é})

where H is a measure concerning the performance of the net-
work such as the energy cost, reliability, and so on. r(&) is
an evaluation on the connectivity of the graph constructed
by UAVs whose detailed definition can be found in the lit-
erature [33]. Kj, rJG and r@j are defined the same as that in
Table II. The first constraint ensures that the network con-
structed by UAVs is connected while the second one ensures
the connectivity between aerial and ground vehicles.

This problem can be solved in either a centralized manner
or a distributed manner. Chandrashekar et al. [34] achieved
full connectivity to disconnected ground nodes by dynami-
cally placing UAVs to act as relay nodes using a heuristic
algorithm. The authors considered both the minimal number
of UAVs required to provide full connectivity and their corre-
sponding locations. One distributed approach is given in the
work of Gil et al. [22], who took the communication-link qual-
ity into account and developed a gradient-based distributed
controller to position a team of aerial vehicles so as to opti-
mize the communication-link quality. Using UAVs as relays to
provide communication service to UGVs remarkably extends
the operational range of UGVs.

b) UAVs act as mobile sensors and UGVs act as auxil-
iary facilities: Small UAVs, especially rotary-wing ones with
vertical takeoff and landing abilities, are usually limited by
their payload capability which limits the amount of batteries
that can be carried as well as the operating range of UAVs. On
the contrary, UGVs can take more payloads. Therefore, one
possible solution is the application of UGVs for the purpose
of recharging long-range transportation for UAVs.

Voos and Bou-Ammar [35] proposed a novel nonlinear
controller for rotary-wing aerial vehicles to track and land
on a moving base station. Wills er al. [36] described the
automated UAV mission system for small vertical takeoff
and landing (VTOL) UAVs, which can provide forward
staging, refueling, and recovery capabilities for the VTOL
UAV through a host UGV. In this case, UGVs serve as
launch/recovery platforms and service stations.

Tokekar et al. [37] studied the problem of coordinating
a symbiotic UAV and UGV system to collect data for a preci-
sion agriculture application. Measurements collected by a UAV
and a UGV are used for estimating Nitrogen levels across
a farm field. These estimates in turn guide fertilizer applica-
tion. Taking into account the limited voyage of the UAV, the
authors used a symbiotic UAV/UGV system where the UGV
can mule the UAV to various locations. Simulation results
demonstrated that, compared with the scenario using UAVs
only, UAV/UGV coordination can greatly raise the operational
efficiency.
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Saska et al. [38] built a UAGVS for periodical surveillance
in indoor environments. During the mission, a UGV follows
a preplanned path and sequentially scans the places of interest
by its sensors. Once a position of interest cannot be reached by
the UGV due to environment constraints, a UAV is launched
from the UGV to perform the inspection. After the UAV com-
pletes the inspection, it returns to the UGV helipad, and they
continue toward the next place. The use of UAVGS not only
overcomes the limitation of UAVs in their short voyage, but
also reduces the susceptibility of UGVs sensing ability to
environmental factors.

Remark 2: In SR-DG and DR-DG types of UAGVSs, UAVs
and UGVs have decoupled task sub-goals, which means that
they can make their own decisions independently. If UAVs
and UGVs make their own best decisions, then the whole
task goal can be reached optimally. In this case, simultaneous
consideration of the decision-making for UAVs and UGVs is
needless. Different kinds of decision-making approaches, such
as centralized, decentralized, and hybrid approaches, can be
adopted within UAVs and UGVs according to specific task
requirements.

3) Same Functional Role, Coupled Goal, and Centralized
Decision-Making: In most cases, UAVs and UGVs act as the
same functional role and share a coupled task goal where tight
coordination mechanism should be designed to complete the
task effectively. An intuitive and simple way to address the
problem is using a centralized approach, where information of
both UAVs and UGVs is collected, and decisions for UAVs and
UGVs are made by one vehicle or by a central controller. The
control inputs of UAVs and UGVs can be derived via solving
the following optimization problem:

T
[Ua, Ugl = argmin J = / L((Xa, Ua, XG, Ug)|E)dt
0
+ VXa(T), Xe(D)|E).

Although CD approaches can find the best solutions to
corresponding optimization problems in theory, their weak
robustness, poor scalability, and the extended period of time
required to obtain final solutions usually limit their appli-
cations. Hence, CD approaches are prone to be used for
initial planning at the start or be used for online planning
for small-scale UAGVSs.

One application of this system is presented in the work
of Phan and Liu [41], who conducted research on the task
assignment problem in wildfire detection and fighting using
cooperative UAVs/UGVs platforms. A cooperative control
framework for a hierarchical UAVs/UGVs platform is pre-
sented. In the top-most level, an airship is used as a mobile
mission controller to perform mission planning, assign-
ment and system-level decision-making for both UAVs and
UGVs. Then, the task assignment problem is formulated as
a pure integer linear program which can be easily solved by
MATLABs optimization toolkit. The algorithm proposed for
task allocation is typically a centralized one whose effective-
ness highly relies on the airship.

4) Same Functional Role, Coupled Goal, and Decentralized
Decision-Making: For coupled task goals, CD approaches are
capable of obtaining high-quality solutions. However, they are
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sometimes computationally unfeasible and unreliable espe-
cially for large-scale systems. Meanwhile, in view of the
constraints on physical systems such as limited computational
resources and energy, limited wireless communication ranges
and bandwidths, the decentralized approaches have been payed
more attention and widely appreciated. In SR-CG-DD sys-
tems, the decision-making for UAVs and UGVs can be given
as follows:

UA = argmin J = J(XA, UA,XG, UG)
Ug = argmin J = J(X(;, Ug, f(A, UA)

where XG and fJG ()?A and U, '4) are the states and control inputs
of UGVs (UAVs) received by UAVs (UGVs) throughout the
communication network between UAVs and UGVs.

Roughly speaking, DD manners can be mainly splitted into
two categories: emergent and intentional coordination.

a) Emergent coordination: It is rooted in the observa-
tion of large-scale animal behavior such as flocks of birds
and schools of fishes which can travel information to defend
themselves against predators. Applying the idea of animal
coordination to multivehicle coordination, intelligent activities
can be achieved through simple and distributed agent-to-agent
interactions where each vehicle makes its own decision only
based on the information of its neighbors [42]-[48].

In emergent coordination manners, relatively simple control
laws executed by vehicles result in emergent group behav-
ior without the need for a complex coordination architecture.
These kind of systems are well suited for large-scale devel-
opment, but they are usually applied to very simple tasks
such as flocking [42]-[44], formations [45], coverage [46],
search [47], rendezvous [48], and so on.

b) Intentional coordination: In intentional coordination
approaches, robots cooperate with purpose, and the com-
mon objective is optimally achieved often through task-related
communication and negotiation between vehicles. It can be
asserted that, as compared with emergent coordination man-
ners, intentional coordination manners are better suited to
perform complicated tasks, and have higher requirements of
vehicles’ performance such as computational and commu-
nication ability. Here, we examine the intentional coordi-
nation approaches for a typical problem in MRS: motion
coordination.

An important problem in MRS is the motion coordi-
nation for multiple vehicles through a shared workspace,
which requires vehicles to move through the workspace in
a coordinative way so that fleet-level task objectives are
optimized while avoiding collisions between vehicles. The
most used optimization criteria include the minimization of
total vehicle path lengths, the minimization of consumed
time and energy, and so forth. Substantial literatures for
motion coordination are based on intentional coordination,
such as the idea of cooperative variables and cooperative
function [49], game theory-based approach [50], sequential
decision approach [51], and so on.

5) Same Functional Role, Coupled Goal, Hybird Decision-
Making: For a large-scale UAGVS, CD approaches are
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usually computationaly infeasible while DD approaches con-
sume more time and the optimality of solutions cannot be
guaranteed. To achieve a better tradeoff between optimality
and efficiency, a promising way is using HD approaches,
which incorporates the advantages of both centralized and
decentralized ones.

HD can be achieved in a variety of ways according to dif-
ferent types of system organizations. A typical way is that, all
vehicles are divided into some small-scale sub-teams, and each
sub-team selects one vehicle as its leader. Each leader makes
decisions for all members in this sub-team and coordinates
the behaviors of different sub-teams using a decentralized
approach.

One conceivable application scenario of this type of system
is wildfire fighting with multiple fire-points in a large field.
In such a dynamic, uncertain, and real-time environment, how
to realize the real-time planning and control is a very chal-
lenging problem. Managing the whole system on a team level
can promote the efficiency of making decisions and achieve
a better tradeoff between solution quality and solution time.
It is assumed that both UAVs and UGVs act as mobile actua-
tors, and all vehicles are divided into several sub-teams. Each
sub-team consists of a certain number of UAVs and UGVs,
and one vehicle (e.g., a UAV) is selected as the leader of this
sub-team. Each sub-team, represented by the leader, partici-
pates in the decision-making as a whole. During the mission,
all the leaders constitute a connected network. Each leader
makes decisions for all members in the sub-team, and coor-
dinates its behaviors through negotiation with other leaders in
a decentralized way. Within each team, a centralized approach
is adopted to solve a small-scale optimization problem, which
guarantees the quality of solutions to some extent. Among all
sub-teams, decentralized coordination approaches improve the
robustness and scalabality of the whole system.

B. Common Issues Involved in Various UAGVSs

In the above, some representative types of UAGVSs are pre-
sented, and their corresponding optimization models are also
established. In this section, two common issues, computational
complexity and real-time peroformance, involved in various
UAGYVSs are discussed in detail.

1) Computational Complexity: Taking the SR-CG—CD sys-
tem as an example, the decision-making for the UAGVS is
formulated as follows:

T
[Ua, Ug] = argmin {J = / L((Xa, Ua, X, Ug)|E)dt
0

+ V(Xa(T), XG(T)|E)}

s.t. f(Xa,Ua,XG, UGlE) =0
g(Xa, Ua, XG, UglE) = 0.

The solution of the problem should be expressed as con-
tinuous control inputs of UAVs and UGVs over the whole
time horizon. For ease of calculation, the whole time hori-
zon is decomposed into a series of small time horizons, and
a constant control input is generated during the period of
each small time horizon. Denote the duration of each small

TABLE III
COMPUTATIONAL COMPLEXITY OF REPRESENTATIVE UAGVSS

System type Computational complexity

SR-CG-CD O((T/AT]-(Nm,+Nymg)) 1)

SR-CG-DD OWN,-(T/AT)-m,)’ -t'+ N, -(T/AT|-m,)’ 1)
SR-CG-HD O(T/AT]-(N,m) -t'+( T /AT |-(Ngmy))’ 1)
SR-DG-DD . .
DRDGDD OWN,-(T/AT|-m)° -ty +Ny-(T /AT |-my)° -1},)
SR-DG-HD 5 5
orpern | CUT/AT](Nm) -t +(T/AT|-(Nomg))' -15)

time horizon by AT. So, the total number of optimization
variables is [T/AT] - (Nama + Ngmg). Assume that each
variable is discretized into § levels. Then, the total num-
ber of possible solutions is ([T/AT] - (Namy + Neme))®.
Obviously, the time for evaluating a solution is approxi-
mate to /' = fobjective (N4, NG) + tconstraint(Na, Ng), where
Tobjective (Va, NG) and Zconstraint (N4, N) denote the time for cal-
culating the objective and constraints, respectively, and both
of them are functions with respect to the number of UAVs
and that of UGVs. So, the total time for evaluating all solu-
tions is ([T/AT] - (Nama + Ngmg))® - {. In other words,
the worst-case computational complexity of the optimization
problem using enumeration methods is O(([T/AT7 - (Nama+
Nema))® - 1).

The analysis on the computational complexity of
SR-CG-CD system can be extended to other types of
systems in a similar way. It is noteworthy that different
schemes for implementing DD or HD may result in different
computational complexity. For example, as a possible way
of the DD, the sequential decision-making by which agents
make decisions one by one according to certain priorities
gives rise to computational complexity of

O(Na - (IT/AT1 -ma)’ -7 + Ni - (IT/AT] - mg)’ - 7).

As illustrated in Definition 1, for a decoupled task goal,
UAVs and UGVs have independent individual sub-goals.
Denote by #, and ¢ the time of calculating their individ-
ual sub-goals, respectively. The result of complexity analysis
on typical UAGVSs is presented in Table III where DD is
achieved by sequential decision-making. For HD, it is assumed
that the centralized manner is used for interUAVs (interUGVy5s),
and the decentralized manner is adopted between UAVs
and UGVs.

2) Real-Time Performance: In practical applications, real-
time performance is an important index reflecting the system
performance especially for online decision-making. The real-
time performance of doing mathematical optimization has
changed very much thanks to the developing of computers
and computing algorithms.

It is assumed that, at each decision time, the maximum
allowed time for producing the final solution is Tax. To satisfy
the real-time requirement, the maximum number of solution
evaluations in the optimization algorithm must satisfy the
following constraint:

Nmax : (t + t//) = Tmax
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where ¢ can be 7, t}, or 1, and ¢’ denotes the time con-
sumed by the operations of the optimization algorithm itself,
such as the generation of a solution, comparison between two
solutions, and so on.

The above analysis shows that problem formulations, algo-
rithms, and computer performance all have important impacts
on the real-time performance of the system. Next, we will talk
about some commonly used measures to improve the real-time
performance.

a) Choose appropriate computation platforms with desir-
able performance: Given a specific optimization formulation
and optimization algorithm, the computation platform should
be selected to satisfy

t+t// < Tmax

max

In other words, a platform with better computation ability
allows more time to be used to find a better or even the best
solution.

b) Simplify the problem formulation: Besides the opti-
mization scale of the problem, the actual problem formulation
itself also has a significant impact on the real-time perfor-
mance of the system. Taking the optimization objective for
target tracking problem shown in Table II as an example,
the objective function is the sum of integral terms, and the
detection probability p(DIXA (1), x°(1), E) is determined by
a variety of factors such as the models of onboard sensors,
the relative position and heading between the UAV (UGV)
and the target, the occlusion of light of the sight by obsta-
cles like buildings, and so on. In addition, the real kinematic
models of UAVs and UGVs are usually very complex. It
will consume large amount of time by the computer to cal-
culate their accurate values. To reduce calculation burden,
some equivalent presentation can be adopted. For example,
the relative position between the UAV (UGV) and the tar-
get is the most important factor in the detection probability
intuitively, so the accurate calculation of detection probabil-
ity can be replaced by a function of the relative position
between the vehicle and the target. In addition, the integral
term can be calculated approximately by the sum of some
critical sampling points. For the kinematic models of UAVs
and UGVs, some simplified models such as Dubins car model
for fixed-wing UAVs and mass point model for UGVs can
be used.

c) Given the specific platform and the optimization for-
mulation, corresponding optimization algorithm should be
selected and designed: To solve the optimization prob-
lems, a large number of algorithms including constructive
methods and search methods can be used as candidates.
Constructive methods, often referred to as constructive heuris-
tics, generate feasible solutions by some heuristic rules which
may be extracted from the problem structure or domain
knowledge [52]. Search methods rely on samplings in solution
space to find a better or even the best solution. Enumeration,
random sampling, traditional gradient-based search, improve-
ment heuristics (e.g., local search methods), various meta-
heuristics including trajectory search (e.g., tabu search), and

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 46, NO. 4, APRIL 2016

population-based search (e.g., genetic algorithm and differen-
tial evolution) all can be classified as search methods [53].
Constructive methods usually feature simple operations but
cannot guarantee optimality. In contrast, search methods, espe-
cially meta-heuristics, are effective for problems with complex
landscapes. However, they usually consume much more time
than constructive methods.

According to the real-time constraint, the maximum num-
ber of solution evaluations for the optimization algorithm must
be less than Tpax/(f + ¢7), which provides us a principle
to select a suitable algorithm. For example, if Tiax /(' + )
is pretty small, it is impossible to rely on population-
based search to find the best or even a satisfactory solution
within very limited time. In this case, constructive meth-
ods (e.g., some greedy heuristics) can be specially chosen or
designed.

V. DIFFERENT TYPES OF UAGVSs FOR TYPICAL
APPLICATION: TARGET TRACKING

In the above, different types of UAGVSs have been
explored, and a general optimization framework has been
developed. In this section, we make a detailed discussion on
the diverse possibilities of achieving target tracking by using
UAGVSs according to the proposed taxonomy.

The reasons why UAVs and UGVs are coordinated to track
the evaders lie in two aspects. First, from illustration above,
UGVs are suitable for accurately locating ground targets but
they do not have the ability to move rapidly and see through
obstacles such as buildings and fences while UAVs can make
up these deficiencies. Second, fusing data from different vehi-
cles which are described by distinct types can effectively
remedy the drawback of low accuracy and reliability caused
by using only one kind of vehicles. For ease of analysis, it
is assumed that one UAV and one UGV are involved to track
one evader. A variety of models can be built to formulate
this problem. Here, we cast the problem in a probabilistic
framework whose objective is to detect the evader with the
biggest probability. In the following, we first give some basic
definitions.

Given the evader location x7(r), the UAV location
XA, and the UGV location x%(f) at time ¢ we let
p(D/xA (1), x5 (1), x" (1), E) represent the joint detection prob-
ability of the target by the UAV and the UGV, where D is
an event that the evader is detected correctly, and E indi-
cates environmental factors including obstacles, buildings, and
so on. These environmental factors make great effect on the
feasible motion space of vehicles, and occlusion of the line
of sight between vehicles and targets should be taken into
account in the planning. Then, the marginal detection proba-
bility given the UAV location and the UGV location at time ¢
can be given by

p(D1 .50 E) = 37 p(D/x @050 00, E) - p(x" 1)

X (1)

where p(x”(f)) means the probability that the evader occu-
pies x7 () which can be estimated by a presupposed motion
model. Here, the motion state of the evader is described by
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using dynamic occupancy grids, which separate the environ-
ment into a grid of equally spaced cells representing varying
beliefs about the evader state. The motion of the evader
can be estimated by a predefined model such as second-
order Markov chain model [20], random walk model [54],
and so on.

A. Different Coordination Patterns for Target
Tracking by UAGVS

1) DR-DG-DD System for Target Tracking: In some spe-
cial cases, the final objective is to capture the evader or the
target. In these systems, the main mission of the UAV is track-
ing the evader and transmitting obtained information to the
UGV while the UGV moves toward the target and captures it.
In this kind of UAGVS, the UAV acts as mobile sensor and
the UGV acts as mobile actuator.

2) SR-DG-DD System for Target Tracking: The coordina-
tive target tracking by UAVs and UGVs is essentially a prob-
lem with a coupled goal. However, some researchers solve it
with decoupling methods like the work of Owen et al. [20], in
which the UAV and UGV track the target independently and
there is no information exchange between them. In this case,
the control inputs of the UAV and UGV can be derived by
solving two separate optimization problems as follows:

T T
i = arg max J =/ P(D|x“(z),E)dz+wA-/ CA(n)dt
0 0

T T
u® = argmax Jg = f P(DIxC (). E)dr + w - / CO (1)t
0 0

where «* and u® denote the control input sequence of the UAV
and UGV over the whole horizon, respectively. P(Dle (1, E)
and P(D|xY(1), E) are the marginal detection probability by
the UAV and the UGV, respectively. CA(r) and CY(¢) are the
energy cost of the UAV and UGYV, respectively. The drawback
of the approach is that both UAV and UGV plan their own
paths using only the information gathered by itself.

3) SR-CG-CD System for Target Tracking: Tight coordi-
nation between the UAV and UGV can significantly improve
the efficiency of the whole system. A simple and direct way
to achieve a coupled task goal is using a centralized approach
where the control inputs of the UAV and UGV are optimized
by one vehicle (the UAV or UGV) or by a central station

[uA’ uG] = argmaxJ = /OTp(DhA(t),xG(t), E)dt

T T
+ wy - / CA()dt + wg - / CYt)dt.
0 0

4) SR—-CG-DD System for Target Tracking: In light of the
larger computation burden in centralized approaches, a fea-
sible method is to break the original problem into smaller
sub-problems which can be solved by individual vehicles.
A variety of decentralization mechanisms such as the game-
based approaches [50], sequential decision-making [51], and
so on, can be applied.

B. Simulation

Here, a simple simulation is provided to intuitively demon-
strate the differences of diverse UAGVSs. Two representative
types of UAGVSs, SR-DG-DD and SR-CG-CD, are built
to track the target by a UAV and a UGV. Due to uncertain
movement of the target, decision-making over the whole time
horizon is needless. Receding horizon optimization is adopted
to generate h steps look-ahead control inputs for the UAV and
UGV. According to the discussion on real-time performance in
Section IV, simplified problem formulations based on reced-
ing horizon optimization strategy for the UAV and UGV are
presented as follows.

For SR-DG-DD system, the UAV and UGV have respec-
tive optimization sub-goals and make their own decisions
independently. Intuitively, maximum detection probability can
be achieved by the UAV (UGV) through keeping a certain
distance to the target. So, the accurate calculation of detec-
tion probability can be replaced by an equivalent function
with respect to the relative distance between the UAV (UGV)
and the target. At the meantime, the Dubins car model
is adopted to approximate the kinematic of the UAV. The
optimization formulation for the UAV at time f; is given
as follows:

h
(k) = argmax {Jy = Z67‘d(PA('k+j'At)’PT(’kH'A’))*d"‘
=0
M= COS(GA)
v L3 = v sin(on]
A =0,64 = St ut e[~ 1,1]

where PA(t; +j - Af) and P (t; +j - At) denote the positions
of the UAV and the target at time #; + j - At, respectively,
and d(PA(tx +j - At), PT(tx +j - Ar)) denotes the Euclidean
distance between the two positions. (xA, yA), VA, 04, and 4
denote the position, velocity, heading, and turning radius of
the UAV, respectively. At denotes the duration of each time
horizon, and d, denotes the expected distance between the
UAV and the target.

Similarly, the optimization model for the UGV is formulated
as follows:

h
WO (k) = argmax 1 Jg = Y ¢ PO tcti 80P ) A) —de

j=0
X0 =10 cos(0°)
s.t ¥ =1%sin(0°)
vG € [vr(r;lin’ vl?lax]

where vglin and v¢,, denote the minimal and maximal veloc-
ities of the UGV, respectively.

For the SR-CG-CD system, the UAV and UGV share
a common objective of maximizing the marginal detection
probability. From the perspective of data fusion, the UAV and
UGYV are expected to keep themselves on different sides of the
target with a certain distance to enhance the complementarity

of detecting the target. Analogously, a heuristic optimization
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Fig. 5. Results of target tracking for the UAGVS with different system
types. The result for the UAGVS with system types (a) SR-DG-DD and
(b) SR-CG-CD.

objective is adopted. The optimization model for the UAGVS
is formulated as follows:

h
[uA k), uG(k)] = argmaxj{J = Z ¢~ min(d1,d2)

=0
dy = d(PA(tk Y- AD), PRt +) - At))

+ d(PG(tk - AD, P+ - At))
dy = d(PG(tk 4. AP, PR+ - At))

n d(PA(tk YA, PL(e 4 - At))

A=A cos(OA)
¥t =14 sin(64)
St er—1,1

min’ ’max
where Pr(ty +j- At) and Pr(t +j- At) are expected posi-
tions of the UAV and UGV at time #; + j - At, which are
located at the right and left sides of the target with an expected
distance d,.

The algorithm described above is simulated in MATLAB
and implemented on a PC with 2 GB RAM and 2.1 GHz
Pentium dual-core CPU under Windows XP operating sys-
tem. In the simulation, the model parameters of the UAV and
the UGV are set to: v = 5 m/s, ¥ = 4 m, Vglin =0,
and vr(r;lax = 3 m/s. It is assumed that the target is located at
the position (20, 20) initially, and then it moves along the
black lines shown in Fig. 5 with a constant velocity 2 m/s.
In the algorithm, the target position in the future is esti-
mated according to current position with unchanged velocity
and heading. In addition, differential evolution algorithm is
adopted as the optimization tool, and the relevant parameters
are set to: NP = 5Np, F = 0.5, and C, = 0.2 [19], where Np
is the number of the decision variables. The maximal num-
ber of evolution generations is set to 50 for the UAV and
the UGV of SR-DG-DD system, and 100 for the UAGVS of
SR-CG-CD system. The length of prediction horizon and the
duration of each time domain are set as # =4 and Ar =3 s.
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Fig. 5 presents the results of cooperative target tracking
by UAGVS with two different types of systems. The initial
positions of the target, UAV, and UGV are indicated in the
figure. As shown in Fig. 5(b), there exists obvious coordina-
tion between the UAV and UGV, and they keep themselves
on the different sides of the target for most of the time for
the SR-CG-CD system. On the contrary, there is no obvi-
ous synergy behaviors exhibited by the UAV and UGV for
SR-DG-DD system. Additionally, for the SR-DG-DD sys-
tem, the mean optimization time for the UAV and UGV at
each decision point is 0.21 s and 0.20 s, respectively. In con-
trast, the mean optimization time is 0.85 s for the SR-CG-CD
system.

Although the example illustrated here only involves one
UAV and one UGYV, it sufficiently demonstrates how different
coordination mechanisms can be adopted to solve a specific
problem, and different types of systems may exhibit different
performane. The coordination pattern can be selected accord-
ing to specific task demand. For example, as to meet the
demand of capturing the target, DR-DG-DD system should be
selected. But for detection purpose, SR-DG-DD, SR-CG-CD,
and SR-CG-DD can be selected as candidates. In practice, the
coordination behavior between UAV and UGV is expected,
however, obatining a satisfactory solution to the optimization
problem in this case usually consumes more time especially
for large-scale problems. So, besides the task demand, real-
time performance is another important factor when selecting
a coordination pattern.

VI. CONCLUSION

UAV/UGV coordination has attracted worldwide attention
because of its great application value. To date, the majority
of research on UAGVSs has been concentrated on specific
applications and has been validated by proof-of-concept meth-
ods or by simulations. These research efforts are undeniably
valuable, since they demonstrate that successful coordination
between UAVs and UGVs provides a promising approach for
accomplishing complex tasks. However, to date there is no sys-
tematic analysis on general coordination between UAVs and
UGVs. The goal of this paper is to identify the kernel elements
for the coordination of UAVs and UGVs and their possible
realizations by building a taxonomy for differentiating diverse
configurations of UAGVS.

In spite of diverse realization schemes for coordinating
UAVs and UGVs, the decision-making for vehicles in each
case can be viewed as optimization problems with the aim of
determining the control inputs for UAVs and UGVs to achieve
their goals in an optimal way. Here, to simplify the represen-
tation, the control inputs of vehicles are optimized directly
according to the task goal. In practice, due to the complexity
of the dynamics of vehicles, optimizing the control inputs of
vehicles directly induces large computation burden. Therefore,
the optimization problem is usually decomposed into plan-
ning and control levels. For example, in the target tracking
problem, the path planning for vehicles can be done first, and
then each vehicle determines its control scheme for path track-
ing. Although the decomposition-based approaches can reduce
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computational complexity, the feasibility of paths for vehicles
should be considered in the planning stage.

Once the optimization model for a UAVGS is established,
corresponding algorithms including intelligent optimization
algorithms, others from operations research, economics, and
so on, can be applied to find a solution to the problem.
A remarkable feature of the decision-making for UAGVSs is
the rigorous requirement on real-time performance. Therefore,
a desirable tradeoff between computation cost and solution
quality is a requisite in practical use of UAGVSs. Hence,
designing efficient algorithms to generate approximate solu-
tions or anytime solution which can achieve a better tradeoff
between solution quality and decision-making time is also an
important topic for the development of UAVGSs.
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